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On the Marshall-Olkin Copula Model for Network
Reliability Under Dependent Failures

Omar Matus, Javiera Barrera

Abstract—The Marshall-Olkin (MO) copula model has emerged
as the standard tool for capturing dependence between components
in failure analysis in reliability. In this model, shocks arise at ex-
ponential random times, that affect one or several components
inducing a natural correlation in the failure process. However, be-
cause the number of parameter of the model grows exponentially
with the number of components, MO suffers of the ‘“curse of di-
mensionality.”” MO models are usually intended to be applied to
design a network before its construction; therefore, it is natural to
assume that only partial information about failure behavior can be
gathered, mostly from similar existing networks. To construct such
an MO model, we propose an optimization approach to define the
shock’s parameters in the MO copula, in order to match marginal
failures probabilities and correlations between these failures. To
deal with the exponential number of parameters of this problem,
we use a column-generation technique. We also discuss additional
criteria that can be incorporated to obtain a suitable model. Our
computational experiments show that the resulting MO model pro-
duces a close estimation of the network reliability, especially when
the correlation between component failures is significant.

Index Terms—Copula theory, failure analysis, network design,
optimization methods, reliability.

NOMENCLATURE

Acronyms
MO Marshall-Olkin.

Notations

N Set of nodes.

C Set of components or links.

g Graph or network, composed by nodes N and compo-
nents or links C.

Di Marginal failure probability of component i.

pij  Correlation between components i and j.

n Number of components.

Wy Exponential random time at which a shock affecting com-

ponents in set V arise.
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Ay Rate at which shocks affecting components in set V arise.

T; Random lifetime of component i given by the first time
a shock affecting it arise.

P Collection of subsets of C, where shocks rates are
nonzero.

X;  State of componenti.Itcould be either X; = 1 (operative)
or X; = 0 (inoperative).

R(t) Reliability of the network at time ¢.

1. INTRODUCTION

HE topological design and evaluation of telecommunica-
T tion networks have been addressed in many studies since
the 1980s. These systems are designed taking into account per-
formance and dependability goals, and costs. We are concerned
here with the dependability side, and we will focus on the cen-
tral family of metrics collectively known as network reliability.
Among the various definitions of network reliability, in this
work, we pay attention to the reliability of a network in terms of
the probability that a given set of components will remain in the
same connected component of the network at a given time, con-
sidering that these components may become inoperative over
time. This is probably the most commonly used dependabil-
ity characteristic of communication infrastructures, because the
loss of connectivity precludes communications, whatever the
way information is organized and travels through the network.
To evaluate the reliability of a network, a failure model is re-
quired, but even for the simplest of them, in which each com-
ponent fails independently with some probability, it is difficult
to directly evaluate the reliability. More precisely, the exact
computation of the different reliability metrics is a #P-complete
problem (see [1] and [2]). Hence, Monte Carlo simulation tech-
niques have become indispensable for computing such reliabil-
ities (see, for instance, [2] and [3], or the online proceedings of
the Winter Simulation Conference).

One of the main applications of network reliability evaluation
tools is network design. The problem consists in building the
graph defined by the nodes composing the networks and the links
between them, minimizing the total cost of the infrastructure
and maximizing its reliability, clearly contradictory goals. The
problem is a complex one, since in its most general aspect,
the task has a huge number of variants in practice, and the
networks are obviously designed taking not only dependability
criteria into account but also efficiency, low latencies, etc. In
some cases part of the structure is already known, that is, we
must add nodes and links to an existing graph of connections,
sometimes the designer must start from scratch. If the evaluation
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of reliability is already a difficult problem, the design problem of
maximizing reliability is even more so; thus, to tackle the latter
problem, many simplifications are assumed, the most common
being the independent failures of the components.

However, empirical analyses of networks have revealed that
a significant dependence often exists among the failures of dif-
ferent components, which could considerably affect reliability
computations. In [4], authors analyzed data from a Norwegian
optical network studying the up/down state of links and routers
during a year. They show that for an important number of pairs
of components, there is a significant correlation between their
states and that this correlation decays when the distance between
them increases. Similarly, in [5], authors found that simultane-
ous failures of two, three, or four links represent 40% of the
total number of failures. Similar conclusions were obtained in
[6] during a study of internet provider networks. These studies
show that the dependence among component failures is signif-
icant, even for telecommunication networks based on different
technologies. Therefore, as mentioned in [7], overlooking the
correlation between failure events could lead to the undervalu-
ation of the risk incurred in the network, and thereafter to the
inappropriate decision for responses, mitigation, and design.
This issue is also discussed in [8].

In order to deal with this underestimated aspect of the global
problem, the Marshall-Olkin (MO) copula model has become
the standard dependence tool for failure analysis in reliability.
The model considers a system with n components that are op-
erative at an initial time. Then, shocks arise at exponentially
distributed independent times, each of them simultaneously af-
fecting subsets of components. Hence, a component will remain
operative until the first shock affecting it occurs. This model was
proposed in [9] for a system with two components. Then, the
MO copula model was extended for a system with several com-
ponents and two types of shocks, those that affect each compo-
nent independently and one shock that affects all components.
This model has been also known in the literature as the S-factor
model. Later, the MO copula model was extended considering
shocks that can affect any subset of components (see [ 10, Ch. 6]).

The problem of reliability evaluation in a system failing
according to an MO model has been addressed by different
techniques. Analytical expressions can be obtained for spe-
cific topologies, for example, for the k-out-of-n system (see
[11]-[13]), but for general networks, even in the exchangeable
case, we only rely on simulation techniques [14]. Up to our
knowledge, the only work dealing with the nonexchangeable
case is [15], that proposed different rare-event simulation tech-
niques to compute the static network reliability. For the design
problem, in [16], the authors proposed an optimization formula-
tion to design networks under the MO model and causal failure
models (the latter being a form of failure propagation in the
system).

The tractability of the MO model has inspired several exten-
sions leading to a large body of articles, which has been carefully
discussed in [17]. It is known that the MO model suffers from
the so-called “curse of dimensionality” because the number of
parameters of the model grows exponentially with the number
of components [18]. Sometimes, real-world situations naturally
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suggest that only a small subset of shocks are possible, reducing
the number of parameters in the MO model, but there is not
always enough evidence to restrict the possible shocks. Another
assumption widely utilized to reduce this number of parameters
is to suppose that components are exchangeable; this essentially
means that shocks affecting the same number of components
have the same rate. However, there are many natural situations
when this assumption is not realistic because real-world appli-
cation need nonexchangeable models (see [19]). So, the study
of MO models and their generalization to the nonexchangeable
case has been an emerging research topic in recent years. In [20],
the authors propose a methodology to estimate the parameters of
an nonexchangeable MO model, generalizing the exchangeable
Lévy-Frailty representation of the MO copula model. This esti-
mation procedure requires a large number of independent identi-
cally distributed (i.i.d.) samples of the components failure times.

Reliability evaluation and network design techniques dis-
cussed above are usually intended to be applied to design a
network before its construction. Therefore, it is natural to as-
sume that only partial information can be gathered, mostly from
similar existing networks. As noted by [21] and [7], even in
existing telecommunication networks, information of the full
failure joint distribution is scarce; hence, suitable models should
consider this lack of data.

To underline the importance of taking into account depen-
dencies in dependability analysis, for instance in evaluating
network reliability metrics as in this paper, let us briefly look at
extreme cases. Assume that we have a system with n identical
components in series, all with common individual reliability 7.
If we assume independence between components, that is, be-
tween their states (operating or failed), the system’s reliability
is r". In the extreme case where the components’ states are
all the same (imagine a system where the only possible failure
event puts all components simultaneously down), the system’s
reliability is simply r, and » > 7". Also observe that r is usually
close to 1 and that r" — 0 as n — oo. If instead of being a
fragile series architecture, we have a highly redundant one,
with all the components working in parallel, again, assuming
independence the system’s reliability is 1 — (1 —r)". Now,
r<l—((—-ry"and1— (1 —r)" = 1 as n — 00. So, using
the classical independence assumption, we can overestimate
or underestimate the reliability of the system when there are
dependencies, and the induced relative error can be important
and even huge if the structure is a series (or something close to,
as it is typically the case), as observed in [22].

In summary, we are interested in an MO model that will be
used to evaluate the reliability of a network, without assum-
ing exchangeability or any other simplification on the possible
shocks affecting the network. Moreover, considering the lack of
data available, the parameters of this model should be obtained
using only partial information of the network failures. In partic-
ular, we assume that for the random vector representing the state
(up/down) of the network at a fixed time, only their marginal
probabilities and correlations are available.

In this paper, we propose a methodology for constructing
such an MO model. To obtain the required marginal failure
probabilities and correlations, this methodology proposes an
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optimization model to find the parameters of the shocks in the
MO copula. To deal with the exponential number of parame-
ters of this problem, we use a column-generation technique to
reduce the complexity. We also discuss additional criteria that
can be incorporated to this optimization problem. Our computa-
tional experiments show that the resulting MO model produces
a close estimation of the network reliability, especially when the
correlation between component failures is important.

We focus our work in the context of telecommunication
networks. However, we think that it is also of interest for
other types of networks, such that electrical networks [23] or
flows networks [24], for other dependability metrics, such as
the mean time to failure or the highly combinatorial diameter
constrained reliability (see [25]), and for other research areas
where MO copula models are utilized, like in Finance (see [26]
and [17]).

This paper is organized as follows. In Section II, we intro-
duce the notation and formally introduce the MO model. In
Section III, we present an optimization problem for obtaining
an MO copula model using only the marginal probabilities and
correlations of failures. In Section IV, we use a reference failure
model to compare the resulting reliabilities obtained using the
proposed optimization model. Finally, in Section V, we present
the conclusions of our study. A preliminary conference paper of
this work was presented in the Winter Simulation Conference
2016 [22].

II. MO CoPULA MODEL FOR DEPENDENT FAILURES

We will use the standard model of telecommunication net-
works in the area, a graph where the elements subject to failures
are the links. We denote the graphas G = (N, C), where  is the
set of nodes and C the set of links. We denote C = {1, 2, ..., n}.
Let us suppose that the graph is connected (meaning in partic-
ular that n > |A| — 1). As stated before, links are subject to
failure, and at any time ¢ > 0, they can be in one of two states,
either operational (up) or not operational (down). Attime ¢t = 0,
all components are operational. After random lifetimes in the
up state, links fail, moving into the down state, in which they
remain forever (that is, we consider nonrepairable systems). For
each link i, we define its lifetime 7; as the random time at which
it fails. In the standard model of network reliability, the random
variables Ti, ..., T, are assumed to be independent. Here, the
model is much more general. Let P be a collection of subsets
of C, which are not necessarily disjoint. We can assume that
for each component i there exists at least some V € P, such
thati € V. For each subset V € P, we define a positive random
variable Wy that represents the instant at which all links in V
fail simultaneously. We refer to such an event as a shock. The
result of a shock associated with subset V is that at time Wy, all
links in V are in the down state (if they were already down, they
remain down, that is, nothing happens). Hence, the lifetime of
a link i corresponds to the earliest time at which a shock that
affects i occurs, that is, 7; = min;cy {Wy}. In the MO copula
model, the random variables {Wy }ycp are mutually indepen-
dent with exponential distributions. Hence, 7; also follows an
exponential distribution for all i € C: if Ly is the rate of the

distribution of Wy and if }; is the corresponding rate of 7;, we
have that A; = )" .,.; Av. An MO model is then given by the
triple (C, P, 1), with P C 2¢, and where A represents the map
AP — RY,

At any time ¢ > 0, the entire network is either up or down,
depending on whether a certain connectivity property is satis-
fied. In this paper, we illustrate our approach using the basic
s, t-connectivity: two nodes in A/, denoted by s and ¢, are
marked, and the network is up if and only if there exists a path
connecting them that is composed only of operational links. As-
suming that the graph G is connected, at time ¢ = 0, the network
is operational. Since the components are not repaired, there is
a random time 7 at which connectivity between s and ¢ is lost
(unless there is a path connecting s and ¢ that never fails). At
any time ¢ > T the network is then down.

The metric of interest here is the probability that the network
will be up at time 7, the reliability at time 7, R(¢). In some cases,
the main instant ¢ of interest is the so-called “mission time,” the
maximal time value until which we wish the network to con-
tinue operating without problems. Because ¢ is mathematically
arbitrary here, we choose to develop our technique using a value
of t = 1 for simplicity. Equivalently, we may suppose that we
want the reliability at the mission time, and assume that we use
precisely the mission time as time unit.

There is another reason for which a value of 1 is interest-
ing. Consider the classical setting with independent compo-
nents and a static model (that is, a model in which time is not
an explicit variable). Components and systems are either up
or down; we are given the graph and the individual probabil-
ities for the components to be, say, down, denoted by p; for
component i, and we measure the network dependability using
some measure of its capability to provide communication ser-
vices, for instance, the probability that s and ¢ are connected
in the implicit random partial graph of G. This measure is typ-
ically called the network reliability. Then, consider our initial
dynamic model, with P = {{1}, ..., {n}}, where the random
variable Wy;y has rate A; = —In(1 — p;). The probability that
link 7 will have failed by time 7 is Pr(7; < 1) = 1 — exp (—A;1),
andPr(7; < 1)=1—exp(—1;)=1—(1 — p;) = p;. Thus, in
this case, the static s, 7-network reliability is equal to R(1). This
is essentially the complement of the creation process of [27],
which is extended for the general MO copula model in [15]. The
state of each link (operational or nonoperational) is given by the
state of the link at a fixed time 1, that is link i is operational if
and only if 7; > 1. Using the MO copula model, in this work, we
define the reliability R of the network as the s-7-connectivity, the
probability that exists an operative path between two predefined
nodes s and ¢.

As explained in the introduction, to capture the lack of in-
formation about communication network failures, we are inter-
ested in estimating the parameters of an MO copula model that
represents the reliability behavior based only on the marginal
failure probabilities, and the linear correlations between fail-
ures, without considering higher order dependences. The fol-
lowing lemma characterizes the parameters of an MO copula
model that achieves the required marginal failures and their
correlations.
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Lemma 1: Let X; denote the state of link i at time 1, that
is, X; = 1(link 7 is up), where 1(P) is the indicator function
of predicate P. Let p; be the marginal failure probability
of link i, that is, p; = P(X; =0), and let p; ; be the corre-
lation between the failures of links i and j, that is, p; ; =
(E(X; X ;) —E(Xi)E(Xj))/(m V(X;)). Then, an MO
copula model with subsets of components in P and with these
marginal distributions and correlations must satisfy the follow-
ing set of equations, where the set of unknown variables is
{Ay : V e P}

Y hv=viy, Vi jeCi#]j (1a)
VeP:i,jeV
Y av=-In(l-p). VieC (1b)
VeP:ieV
Ay >0, VVeP (1¢)
where
Pi,j i i
yj = n| 2PNy, @)
VI =pHd—pj))

We remark that although it is technically possible to consider
all higher order dependences (see [15, Sec. 2]), previous system
of equations involves only the first two moments of the state
of the network, to reflect the lack of information about failures.
Also, note that the system of (1) does not necessarily have a so-
lution. For example, if any correlation p; ; is negative, then there
is no MO copula model that captures this type of dependence.

On the following, we will assume that the map of an MO
model A allows the rates to take the value 0. A rate Ay =0
implies that the shock arise in Wy = co. When we consider
all subsets of C in the MO model, that is, when P = 2, linear
system (1) in A contains n + (5) = n(n + 1)/2 equations and
2" — 1 variables, and 2" — 1 > n(n + 1)/2 if n > 3, so in gen-
eral, it will have an infinite number of solutions. The reader can
check that already for n = 3, the space of solutions has dimen-
sion 1. Note than an infinite number of these solutions could
have many variables Ay with value 0.

Henceforth, we will denote the network reliability at r = 1
simply by R, thatis, R = R(1).

III. OPTIMIZATION PROBLEM FOR ESTIMATING MO
CoOPULA PARAMETERS

In this section, we discuss how to obtain a set of copula pa-
rameters that satisfies the marginal failure probabilities (1b) and
approximates the correlation between failures (1a). In the worst
case, when we choose all possible subsets of V as copula sub-
sets, the system of equations in (1) has n(n 4+ 1)/2 equalities
and 2" — 1 positive variables. So, solving a system with this ex-
ponential number of variables cannot be done using traditional
methods for even moderate values of n. Moreover, we are inter-
ested in comparing different additional criteria that are relevant
in many practical situations. This leads to the conclusion that
an optimization-based methodology is appropriate to solve our
problem.
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A. Approximating the Correlations Between Failures

Assuming independence between failures is equivalent to
consider only copula subsets of size 1 (i.e., single component
failures), so (1b) gives the copula rates of the model. We could
consider other copula subsets such that |P| <« 2" — 1, for exam-
ple, copula subsets of a size smaller than k for some moderate
integer k, where there is no guarantee of having a solution to
the system (1). In this case, we require the solutions to satisfy
at least the marginal probabilities of failures, and we seek to
approximate correlations using the L;-norm of the difference
between the desired and obtained values of (1a), in order to still
have a linear system of equations.

To find this approximated MO copula model, similarly to the
classic “phase-1"-model of the simplex method, we add positive
slack variables t* and ¢~ to (l1a), and we minimize the sum of
these slack values. The resulting linear optimization model is
the following:

minimize Z (t;]r + ti;) (3a)
i,jeC

subject to

Z )\V‘i‘l‘:}—f;j:)’i,/ﬂ Vi,j,eC,i #j (3b)
VePi,jeV

> v =—In(l-p). VieC (3¢)
VeP:ieV
Ay >0, YV eP (3d)
t:’j, ;=0 Vi, j eC. (3e)

For a case where P contains an exponential number of copula
subsets, a solution to this linear optimization problem with an ex-
ponential number of variables can be obtained using a technique
known as column generation (see [28] and [29]). The process
consists of the following steps, repeated iteratively. First, we
solve problem (3) with a reduced set of variables Ay, with V
contained in a subset P C P. We call this problem with a re-
duced set of variables the “master”” problem. Solving a problem
with this reduced set is equivalent to finding a solution to (3)
assuming that all Ay € P \ P have value zero. The solution to
this master problem with a reduced set of variables is optimal
for the “full” problem if and only if the reduced cost of the all Ay
variables is nonnegative, including those Ay with V € P\ P.
Hence, we need to verify if there is a set V with a negative
reduced cost. In our second step, we solve a “pricing” problem
to find a set V C C such that the reduced cost of its variable
Ay is minimized. If the optimal objective value of this pricing
problem is nonnegative (i.e., all reduced costs are nonnegative),
then we are finished, and the solution of the master problem is an
optimal solution of (3). If not, then there is a V with a negative
reduce cost that should be included in the master problem, so
we include V in P, and iterate solving the master problem and
repeating this process.

For the second step, we need to compute the minimal re-
duced cost of Ay for an arbitrary set V C C. The reduced cost
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associated with variable 1y is given by

Cy = —Zﬂi - Z Vi j
ieV i,jeV

where p; and v; ; are the dual variables of (3c) and (3b), respec-
tively, obtained by solving the master problem. Hence, to solve
our pricing problem, we need to select a subset of links in V
that minimizes ¢y . In general, as stated in the following lemma,
this problem can be hard to solve.

Lemma 2: The problem of finding a subset V C C that min-
imizes ¢y is NP-hard.

Even if the problem of finding a subset V minimizing ¢y can
be difficult, we can formulate an integer programming model to
solve this pricing problem as follows:

minimize — Z Wixi — Z VijVij (4a)
ieC i,jeC

subject to (4b)

Yij < Xi, vi,jeC (40)

vi,j < Xj, Vi,jeC (4d)

Xi+x; <yj+1, Vi,jeC (4e)

xi, yi.j €10, 1}, Vi, jeC. (4f)

The binary variable x; indicates whether link i should be in-
cluded in the copula subset V. The variable y; ; takes value 1
if and only if x; and x; take value 1 (i.e., links i and j are in-
cluded in the copula subset V). The objective function is equal
to the reduced cost associated with V. Additional constraints
could be included to ensure that V € P. An optimal value of the
objective function smaller than 0 indicates that the new copula
subset defined by {i € C : x; = 1} should be included in P, and
resolves the master problem. Note that even if the pricing prob-
lem is NP-hard, our implementation shows that optimization
software can solve large-scale instances of this pricing problem
in a few seconds by virtue of the structure of the pricing prob-
lem that is exploited by such solvers. Similar column generation
techniques, even with NP-hard pricing problems, are widely uti-
lized to successfully solve large-scale problems in many areas
(see [29]).

After solving problem (3), if the optimal solution has an
objective value equal to 0, then all ¢ and ¢~ variables have
value 0, and the value of the Ay variables is a solution to (1)
(i.e., the MO copula model attains the required correlations). On
the contrary, if the optimal value of problem (3) is greater than
0, then there is no solution to the system of (1) for the available
copula subsets in P, and the optimal solution obtained represents
a set of copula parameters that minimizes the L;-norm of the
difference between the required and obtained values in (1a).

Other criteria to the copula subsets in P could be imposed by
including more constraints in the pricing problem. For example,
we can limit the size of the copula subset V by adding a car-
dinality constraint (), <c Xi < k) to problem (4). Additionally,
if a solution to (1) is obtained, then probably we would have
an infinite number of solutions because the number of variables
could be considerably larger than the number of constraints. In

that case, supplementary criteria can be imposed to the solution,
as we explain in the following subsection.

B. Additional Criteria Based on Empirical Failure Behaviors
in Telecommunication Networks

As mentioned in the introduction, empirical analyses of net-
works have shown that correlation is significant for links that
are close enough, and although the probability of simultaneous
failures in a network decreases as the number of components
involved in the simultaneous failure increases, it is still signif-
icant. For example, for the data center studied in [5, Sec. 4.6],
the authors showed that failures involving one link are around
50% of the total and failures that involve between two and four
links accounted for 40% of all failures. In [4, Sec. IV-B], the
authors showed that the number of simultaneous failure events
decreases when the distance between the components involved
increases. In [6, Sec. 4.2.2], the study showed that simultaneous
failures occur mainly in links that share a node, or more pre-
cisely, a router. A similar behavior was reported by [30] for IP
backbone networks. Therefore, MO copula models satisfying
(1) with copula subsets containing nearby components, should
replicate the behavior reported in these studies. Moreover, ad-
ditional arbitrary criteria could be naturally added to the copula
model. In the following, we discuss how to modify the optimiza-
tion model (3) when an optimal solution satisfying (1) has been
found, to incorporate additional requirements to the solution.

In a general framework, we can assume that there exists a
performance measure f(1) of the desired properties that the set
of copula parameters should have. In that case, we can formulate
the following optimization problem:

min f(A) subject to (1).

To solve this exponentially-sized problem, it is nice if f (1)
is linear, to maintain the linear structure of the formulation
and be able to apply a column generation approach as before.
Hence, we assume that each copula subset V has a parame-
ter wy associated with, such that our interest is to find cop-
ula parameters that minimize (or maximize) ), .p wyAy. For
example, wy can represent the size of the copula subset, the
maximum/minimum/average distance between the components
of the copula subset, or other criteria. Therefore, we are now
interested in solving the following linear optimization problem:

minimize Z wy Ay (5a)
VeP
subject to
Z Azw=vij, Vi, jeCi#j (5b)
VeP:i,jeV
Y av=-In(l—p). VYieC (5
VePieV
Ay >0, VV eP. (5d)

As before, we can apply a column generation technique to
solve this problem. In this case, the reduced cost of a variable is
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given by

5v=wv—ZMi— Zvij- (6)

ieV i,jev

It is then important to see which types of parameters wy
can be utilized in such a way that a pricing problem can find
a subset V with minimum reduced cost. We discuss next some
criteria that can be applied following the preceding remarks
and maintaining the structure of the problem. A natural criteria
to choose weights wy could be the size of the copula subset
(wy = |V]), or the average distance between components of V.
Surprisingly, all these criteria do not let us distinguish better
copula parameters because any solution satisfying (1) will have
the same objective value, as stated in the following lemma.

Lemma 3: Given fixed o € R’ and B € R’ let wy =
D icv @i+ 2 jey Bij- Then, the objective value } -y p wydy
is constant for any feasible solution X of (1).

Proof: Note that

Zwv)w = ZAV Zai-l—z)»v Z Bi.;j

VeP VeP ieV VeP i,jeV

=Z(¥i Z Ay

ieC VePiieV

+Z,3i,j

i,jeC

> v

VePi,jeV

We conclude by observing that the terms ), p., ., Ay and
> vepi jev Av have a constant value for any 2 satisfying (1),
because the p; and y; ; are given. [ |

Therefore, we propose the following two criteria that allow
us to distinguish between the different solutions to (1).

a) Lasso (least absolute shrinkage and selection operator):
A natural criteria that can be applied is to reduce the number
of copula subsets V with Ay > 0. This cannot be done without
introducing binary variables into our master problem, in which
case our column generation approach cannot be applied. How-
ever, following the ideas of the Lasso regression, we can obtain
a similar behavior by minimizing the sum of the L|-norm of the
variables. That is, this corresponds to the case of wy = 1 for all
VeP.

b) Diameter: As mentioned before, the literature suggests
that components in a copula subset should be “close” to each
other. Due to previous lemma, we cannot use the average
distance between elements in the copula subset, but we can
use the maximum distance between them. Formally, we set
wy = max,; jev d; j where d; ; is the distance between compo-
nents i and j. In order to use this criteria, we need to modify our
pricing problem accordingly. We add a new continuous variable
z representing the maximum distance between components in
V. Hence, our modified objective in the pricing problem (4) is

minimize z — Z Wix; — Z Vij ij
ieC i,jeC
and we add the constraint

2>djyij, Yi,jeC,i#].
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These are examples of different criteria that can be imple-
mented. Other criteria could be natural in other contexts, and
implemented in a similar way.

IV. COMPUTATIONAL EXPERIMENTS

Recall that our main goal is to obtain an MO copula model
that by capturing the correlations between the failures of the
components of a network leads to a more accurate evaluation
of its s, t-reliability than assuming the standard independence
between those components. To evaluate the capacity of our ap-
proach to provide a better estimation of the global network
reliability in presence of dependencies, we must obviously use
an “external” model, typically a “lower level” one, a model that
can represent the specific way in which dependencies between
the states of the components appear, in a given technological
and/or physical context, and that allows to observe and then, o
measure, both the correlations between those states, and also
the chosen global metric that captures the way the system is
globally affected by failures. That is, (i) individual (marginal)
reliabilities, (ii) correlations, and (iii) system’s reliability must
be outputs of this model, that we call the reference one. Then, (i)
and (ii) are used as inputs to our technique that will evaluate the
global system reliability, allowing thus to check that its output
is close enough to the values appearing in (iii).

For instance, suppose that dealing with telecommunication
networks, we are interested in their reliabilities to face prob-
lems associated with errors made by technicians working, say,
for energy or water distribution companies, that lead to fiber
cuts, and thus simultaneous failures of several logical connec-
tions. A simulator allowing to represent all these phenomena and
to measure the induced correlations between the states of the
components (plus a global system’s reliability value) will allow
to see if our technique, that deals with partial information only,
that is, the graph, the marginal probabilities of failure and the
correlations between them, can produce a good approximation
to the chosen global reliability metric.

In the paper, we chose a specific context (failures produced
by a seismic event) and used a pretty complex failure model
that naturally induces correlations between failures. Using this
model, we obtained marginal probabilities of failures, correla-
tions, and reference s, ¢-reliabilities for all possible pairs (s, )
of nodes. Using the first two, we constructed an MO copula
model following the procedure described in Section III, and
we compared our obtained s, z-reliabilities estimated by means
of a standard Monte Carlo procedure with the s, 7-reliabilities
coming out of the reference failure model.

To test our methodology in a natural correlated failures situa-
tion, we used as our reference model the seismic failure one rec-
ommended by the US Federal Emergency Management Agency
(FEMA) [31]. The details of this failure model and how to com-
pute the corresponding parameters are presented in Appendix.

We performed the experiment on three network instances
called cross, wheel, and NSFnet, presented in Fig. 1. The figure
shows the topology of the network, and the s, #-network relia-
bilities obtained using the reference failure model, presented as
a colored grid where the color of the cell (s, ) corresponds to



MATUS et al.: MARSHALL-OLKIN COPULA MODEL FOR NETWORK RELIABILITY UNDER DEPENDENT FAILURES 457

=

2 3 45 6 7 8 9 10 1112

Fig. 1.
instance. (c) NSFnet instance.

TABLE I
MARGINAL PROBABILITIES AND CORRELATION BETWEEN FAILURES
OF THE REFERENCE MODEL FOR EACH INSTANCE

Marginal Prob. Correlation
Instance Min Avg. Max Min Avg. Max
Cross 0.045 | 0.066 | 0.097 | 0.660 | 0.820 | 0.905
Wheel 0.274 | 0.278 | 0.282 | 0.666 | 0.706 | 0.730
NSFnet | 0.071 | 0.077 | 0.082 | 0.491 | 0.609 | 0.712

the reliability between nodes s and ¢, with a color range going
from yellow to red, where yellow color represents reliability 1.
Table I resumes the resulting marginal failure probabilities and
correlations obtained by means of the reference model. For the
reference s, ¢-reliabilities, the values range from 0.894 to 0.988
for the cross instance, from 0.943 to 0.952 for the wheel in-
stance, and for the NSFnet instance from 0.919 to 0.946. For all
these values, the estimation was obtained using 10° simulations,
which gives a variation coefficient smaller than 1.1 x 1073 for
all instances. The characteristics of the failures induced by the
seismic model, presented in Table I, suggest that an MO copula
model is suitable to study the network reliabilities. The follow-
ing experiments confirm this hypothesis, and discuss different
criteria that can be used to construct an appropriate MO copula
model.

A. Effect of Improving the Approximation of the Correlations

In this part, we show that to obtain good approximations of
the reliabilities of the network, it is important to have good
approximations of the reference failure correlations. To show
this, we solve model (3) for P the set of all copula subsets of
at most k components. For k = 1 (copula subsets considering
only a single component), we obtain the classic “Independent
model,” that is, the resulting model in which we ignore the
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Network instances for computational experiments and its corresponding s, z-reliabilities obtained from the reference model. (a) Cross instance. (b) Wheel

correlations among failures. By increasing k, we improve the
obtained approximation of the correlations. For a large number
k, this can be solved using our column generation approach
adding a cardinality constraint on the pricing problem. We solve
this model for k =2, 4, 8, 16, and 24. Note that the cross,
wheel, and NSFnet instances have 16, 24, and 21 components,
respectively. Hence, the case k = 24 is only necessary for the
wheel and NSFnet instances.

Fig. 2 and Table II show the results of these experiments.
In the figure, we present the absolute difference between the
obtained reliabilities and the original s, z-reliability of the refer-
ence model, for each pair of nodes s and . Additionally, Table IT
shows the geometric mean absolute difference of the correla-
tions and the reliabilities between the MO copula model and the
reference failure model. We also present the relative reliability
difference, computed as the geometric mean over all (s, t) pairs
of the absolute difference of the s, #-reliabilities divided by the
s, t-unreliability of the reference model.

As it can be seen, ignoring the correlation (column INDEPM
in Table II) produces a mean absolute reliability error of 0.04
or 0.06, which correspond to a relative error in the computa-
tion of the reliability in the range 85-98%. Even including a
reduced number of copula subsets of small sizes to capture the
correlation between failures, allows us to improve considerably
the reliability estimation. For the cross instance, using copula
subsets of size up to 16 components allows us to replicate the
correlations of the reference model, reducing the relative reli-
ability estimation error to 4.05%. For the wheel instance, the
reliability difference do not decrease with the maximum sizes
of copula subsets as fast as in the analysis of the cross instance,
probably due to the topology of this network, which has sev-
eral components close to each other. Nevertheless, the relative
estimation error decreases from value 98.84% when we ignore
correlations, to 7.55% when we use all possible copula subsets.
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Fig. 2.

Absolute reliability difference between the reference model and the MO copula model for Problem (3) for P including only copula subsets of sizes up to

1,2, 4,8, and 16 components (from left to right). (a) Cross instance. (b) Wheel instance. (c) NSFnet instance.

TABLE II

RELIABILITY DIFFERENCES BETWEEN THE REFERENCE MODEL AND MO COPULA MODEL FROM PROBLEM (3)
FOR P INCLUDING ONLY COPULA SUBSETS OF SIZES UP TO 1, 2, 4, 8, 16, AND 24 COMPONENTS

Cross instance INDEPM | 2 CcoMP | 4 COMP | 8§ COMP | 16 COMP

Mean correlation difference 0.4844 0.2227 0.185 0.0038 <106

Mean reliability difference 0.0437 0.0243 0.0119 0.0065 0.0021

Relative reliability difference 85.31% 4731% | 23.28% 12.77% 4.05%

Wheel instance INDEPM | 2 CcoMP | 4 coMP | 8 COMP | 16 cOMP | 24 cOMP
Mean correlation difference 0.5983 0.383 0.3733 0.2501 2.13E-06 <10°6
Mean reliability difference 0.0528 0.0509 0.0423 0.0287 0.0082 0.0040
Relative reliability difference 98.84% 95.41% | 79.23% | 53.68% 15.39% 7.55%
NSFnet instance INDEPM | 2 coMP | 4 comMp | 8 coMP | 16 comMp | 21 coMP
Mean correlation difference 0.6062 0.4102 0.3691 0.1868 <1076 <1076
Mean reliability difference 0.0635 0.0604 0.0424 0.0111 0.0208 0.0143
Relative reliability difference 95.22% 90.50% 63.54% 16.68% 31.17% 21.49%

As in the previous cases, for the NSFnet the reliability differ-
ences also decrease, but the final relative error is higher than
the obtained in the other instances. Note that using copula sub-
sets of sizes up to 16 components, the desired correlations are
achieved, suggesting that several MO copula models attain the
imposed constraints. Hence, adding larger copula subsets will
not necessarily improve the reliability differences, unless addi-
tional criteria are used to choose an MO copula model. In fact,
the mean relative reliability difference decreases up to a 9.21%
when we impose these criteria.

Our experiments clearly confirm our hypothesis, showing that
a better approximation of the correlation between failures leads
to a better approximation of the s, ¢-reliabilities. Ignoring the
correlation between failures could lead to reliability estimations
with relative errors higher than 80%; however, allowing certain

dependencies through the MO copula model diminishes these
errors considerably.

B. Imposing Additional Criteria for MO Copula

As mentioned before, model (3) allows to obtain copula sub-
sets that replicate the correlation between failures of the refer-
ence model. However, in this case, there is an infinite number
of combinations of copula parameters that allow to match these
correlations. As mentioned in [22], in extreme topologies it is
possible to have very different reliabilities for two MO copula
models that have the same correlations. Hence, we investigate
including additional criteria to the copula subset, as mentioned
earlier, to see if they produce differences in the resulting relia-
bilities. For this purpose, we solve the optimization model (5)
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Absolute reliability difference between the reference model and MO copula model from Problem (3) for P = 2¢ and Problem (5) for P = 2 using

Lasso, MaxLambda, and Diameter criteria (from left to right). (a) Cross instance. (b) Wheel instance. (c) NSFnet Instance.

TABLE III
DIFFERENCES IN RELIABILITY BETWEEN THE REFERENCE MODEL AND THE OTHER MODELS

Cross Instance INDEPM | MODEL (3) LASsO MAXLAMBDA | DIAMETER
Mean absolute diff. 0.0437 0.0021 0.0023 0.0024 0.0034
Mean relative diff. 85.31% 4.05% 4.54% 4.75% 6.63%
Wheel instance INDEPM | MODEL (3) | LASSO | MAXLAMBDA | DIAMETER
Mean absolute diff. 0.0528 0.0040 0.0082 0.0108 0.0045
Mean relative diff. 98.84% 7.55% 15.41% 20.27% 8.43%
NSFnet instance INDEPM | MODEL (3) LASsO MAXLAMBDA | DIAMETER
Mean absolute diff. 0.0635 0.0143 0.0244 0.0078 0.0061
Mean relative diff. 95.22% 21.49% 36.51% 11.73% 9.21%

using the objective function corresponding to the Lasso and
Diameter criteria discussed in Section III-B. Additionally, in
contrast with these criteria, we also consider an additional case
denoted by MaxLambda, which, at the opposite side of the Lasso
approach, maximizes the sum of the copula parameters, instead
of minimizing it. As in the previous experiments, we compare
the resulting difference in the s, ¢t-reliability using each crite-
ria with the reference case, also including the results obtained
by model (3) for the full copula subsets. The results of these
experiments are presented in Fig. 3 and Table III.

Considering that the Diameter criterion agrees with the
telecommunication literature on dependent failures discussed
in Section III-B, it could be expected that it exhibits a better

performance than the other criteria. However, our experiments
show that all criteria produce MO copula models that obtain
good and similar estimated reliabilities. Even opposite criteria
as Lasso and MaxLambda show a similar behavior. These ex-
periments illustrate the fact that, to obtain good approximations
of the system reliabilities, the critical issue is to accurately ap-
proximate the correlations between failures and not the other
criteria discussed in the paper.

V. CONCLUSION

As remarked in the literature (see [4]-[8]), ignoring the
dependencies between component failures in networks can
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TABLE IV
PARAMETERS OF THE MODEL USED IN THE REFERENCE MODEL

Truncated Exponential

States Rate | Truncated point Position Depth Fragility curve

Cross | 0.03 9.5 [0,10]x[0,10] [24,59] | 1 —1.001E—PGAZ?">
Wheel | 0.03 9.5 [-30,30]x[-30,30] | [24,59] 1 — 1.0001E—PGAZ?
NSFnet | 0.5 9.5 [0,80]x[5,55] [24.59] | 1 —1.00005E—PGA?

considerably affect computations of network reliability. Our
experiments not only show this fact. They also confirm the hy-
pothesis that approximating the correlation of a reference failure
model results in a better approximation of the s, z-reliability of
the network. In fact, the relative difference between the refer-
ence and estimated reliabilities decreases from ~90% when
correlations are ignored, to ~7% when we consider MO copula
subsets that correctly capture these dependencies. To find this
MO copula model, we proposed an optimization approach that
matches the marginal failure probabilities and approximates the
correlation of failures in a reference model, that can be solved
following a column generation method. We modified the prece-
dent model to incorporate additional criteria, showing that their
contribution is minor compared to accurately matching the fail-
ure correlations. We think that these findings should remain
valid for other definitions of reliability (e.g., reliabilities that
consider all-to-all connectivity, or existence of k-disjoint paths),
but further experiments should be conducted to confirm this hy-
pothesis. Finally, we expect that these ideas can be applied to
other copula models, like the different generalizations of the
MO copula model that have arisen recently in the literature.

APPENDIX
PROOFS OF LEMMATA

Proof of Lemma 1: This result is obtained directly by ex-
pressing the covariances and marginal failure probabilities in
terms of the links’ lifetimes

E(X;)) =Pu(T; > 1) =1—p;

= exp (— Z kv)
VCCieV

V(X)) =1 - p)pi,
E(X;X;)=Pi(T, > I AT; > 1)

and

>

VCCi,jeV

= (1 = p)(l = pj)exp

and isolating the corresponding terms. |

Proof of Lemma 2: This can be proved by reduction of maxi-
mum independent set problem to our problem. Given an arbitrary
graph G = (V, E), we can construct an instance of our problem
with components V.Letu, =1foralli eV, v = —|V| for
all (i, j) € E and v; j =0forall (i, j) ¢ E. Then, a solution to
the problem cannot include two adjacent nodes in G because in
that case ¢y > 0. Hence, the subset V that minimizes ¢y corre-
sponds to an independent set of maximum cardinality in G. W

REFERENCE MODEL

The reference model is the seismic failure model recom-
mended by the US FEMA. The model simulate an earthquake
depending on several variables (position, depth, and magnitude),
and using a fragility curve of the components it is assigned a
failure probability conditional to the earthquake’s variables.

According to FEMA procedure, we simulate an earthquake
according to the model described in [32]. This model determines
the peak ground acceleration (PGA) to which a component is ex-
posed, given the position, depth, and intensity of the earthquake.
This PGA is obtained according to the following equation:

PGA = exp(6.36 + 1.76 M
— 2.731In(R + 1.58 exp (0.608 M))
+ 0.00916h) @)

where M is the magnitude of the earthquake, R is the distance
between the component and the epicenter of the earthquake, and
h is the depth of it.

To define the position and the depth of an earthquake, we use a
uniform distribution, following the idea of [33]. For the intensity
(or magnitude) of the earthquake, we use the model described
in [34] in which a truncated exponential distribution is used
simulate this parameter. Finally, this PGA value is evaluated
in a fragility curve to assign a probability of failure of the
component.

In our experiments, we do 107 simulations of earthquakes
and the resulting state of each component in the network. The
parameters used for Cross and Wheel network instances are
given in Table I'V.

Finally, we compute the s, #-reliability of the reference model
evaluating for each simulation if there exists an s, 7-path in
the simulated state of the network after the earthquake. In an
analogous way, we empirically obtain the marginal probability
of failure for each component and the correlation between them
using the simulated scenarios, to provide the input required to
construct an MO copula model of correlated failures. Notice that
this estimator of the correlation, in some settings, could show a
bias. The potential impact of a biased correlation estimation in
our proposed approach is out of the scope of this paper.

REFERENCES

[1] J. S. Provan and M. O. Ball, “The complexity of counting cuts and of
computing the probability that a graph is connected,” STAM J. Comput.,
vol. 12, no. 4, pp. 777-788, 1983.

[2] G. Rubino, “Network reliability evaluation,” in State-of-the Art in Perfor-
mance Modeling and Simulation, K. Bagchi and J. Walrand, Eds. New
York, NY, USA: Gordon and Breach, 1998, pp. 275-302.



MATUS et al.: MARSHALL-OLKIN COPULA MODEL FOR NETWORK RELIABILITY UNDER DEPENDENT FAILURES

[3]

[5]

[6]

[9]
[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

D. P. Kroese, T. Taimre, and Z. 1. Botev, Handbook of Monte Carlo
Methods, vol. 706. Hoboken, NJ, USA: Wiley, 2013.

A. J. Gonzalez, B. E. Helvik, J. K. Hellan, and P. Kuusela, “Analysis
of dependencies between failures in the UNINETT IP backbone net-
work,” in Proc. IEEE 16th Pacific Rim Int. Symp. Depend. Comput., 2010,
pp. 149-156.

P. Gill, N. Jain, and N. Nagappan, “Understanding network failures in data
centers,” in Proc. ACM SIGCOMM Conf., Assoc. Comput. Mach., 2011,
vol. 41, pp. 350-361.

D. Turner, K. Levchenko, A. C. Snoeren, and S. Savage, “California fault
lines: Understanding the causes and impact of network failures,” in Proc.
ACM SIGCOMM Conf., Assoc. Comput. Mach., 2010, vol. 40, pp. 315—
326.

P. Cholda, E. L. Folstad, B. E. Helvik, P. Kuusela, M. Naldi, and I. Norros,
“Towards risk-aware communications networking,” Rel. Eng. Syst. Saf.,
vol. 109, pp. 160-174, 2013.

Z. 1. Botev, P. L'Ecuyer, and B. Tuffin, “Dependent failures in highly
reliable static networks,” in Proc. Winter Simul. Conf., Dec. 2012,
pp. 1-12.

A. W. Marshall and I. Olkin, “A multivariate exponential distribution,” J.
Amer. Statist. Assoc., vol. 62, no. 317, pp. 3044, 1967.

M. Rausand and H. Arnljot, System Reliability Theory: Models, Statistical
Methods, and Applications, vol. 396. Hoboken, NJ, USA: Wiley, 2004.
T. Yuge, M. Maruyama, and S. Yanagi, “Reliability of a k-out-of-n system
with common-cause failures using multivariate exponential distribution,”
Procedia Comput. Sci., vol. 96, pp. 968-976, 2016.

I. Bayramoglu and M. Ozkut, “The reliability of coherent systems sub-
jected to Marshall-Olkin type shocks,” IEEE Trans. Rel., vol. 64, no. 1,
pp. 435-443, Mar. 2015.

I. Bayramoglu and M. Ozkut, “Mean residual life and inactivity time of
a coherent system subjected to Marshall-Olkin type shocks,” J. Comput.
Appl. Math., vol. 298, pp. 190-200, 2016.

J.-F. Mai and M. Scherer, “Sampling exchangeable and hierarchical
Marshall-Olkin distributions,” Commun. Statist.-Theory Methods, vol. 42,
no. 4, pp. 619-632, 2013.

Z. Botev, P. UEcuyer, R. Simard, and B. Tuffin, “Static network relia-
bility estimation under the Marshall-Olkin copula,” ACM Trans. Model.
Comput. Simul., vol. 26, no. 2, 2016, Art. no. 14.

J. Barrera, H. Cancela, and E. Moreno, “Topological optimization of reli-
able networks under dependent failures,” Oper. Res. Lett., vol. 32, no. 2,
pp. 132-136, 2014.

U. Cherubini, F. Durante, and S. Mulinacci, Marshall-Olkin Distributions-
Advances in Theory and Applications, vol. 141. Bologna, Italy: Springer,
Oct. 2013.

N. D. Singpurwalla, “Dependence in network reliability,” in Proc. 5th Int.
Conf. Inf. Fusion, M. Morelli and A. J. DeSimone, Eds. vol. 2. Int. Soc.
Inf. Fusion, 2002, pp. 981-985.

J.-F. Mai and M. Scherer, Simulating Copulas: Stochastic Models, Sam-
pling Algorithms and Applications, vol. 4. Singapore: World Scientific,
2012.

J. Engel, M. Scherer, and L. Spiegelberg, “One-factor Lévy-Frailty cop-
ulas with inhomogeneous trigger rates,” in Proc. Int. Conf. Soft Methods
Probability Statist., Springer, 2017, pp. 205-212.

J. N. Hagstrom and S. Ross, “Component state dependence
and error in reliability computation,” 2001. [Online]. Available:
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.20.8460

O. Matus, J. Barrera, E. Moreno, and G. Rubino, “Calibrating a dependent
failure model for computing reliabilities in telecommunication networks,”
in Proc. Winter Simul. Conf., 2016, pp. 490-500.

R. Billinton and W. Li, Reliability Assessment of Electric Power Systems
Using Monte Carlo Methods. Berlin, Germany: Springer-Verlag, 2013.
M. El-Khadiri and W.-C. Yeh, “An efficient alternative to the exact eval-
uation of the quickest path flow network reliability problem,” Comput.
Oper. Res., vol. 76, pp. 22-32, 2016.

M. E. Bertinat, H. Cancela, M. F. Gonzilez, F. Robledo, and P. Romero,
“Statistical methods for diameter constrained reliability estimation in rare
event scenarios,” in Proc. IEEE 7th Int. Workshop Reliable Netw. Des.
Model., 2015, pp. 243-250.

U. Cherubini, E. Luciano, and W. Vecchiato, Copula Methods in Finance.
Hoboken, NJ, USA: Wiley, 2004.

T. Elperin, I. Gertsbakh, and M. Lomonosov, “Estimation of network
reliability using graph evolution models,” IEEE Trans. Rel., vol. 40, no. 5,
pp. 572-581, Dec. 1991.

G. B. Dantzig and P. Wolfe, “Decomposition principle for linear pro-
grams,” Oper. Res., vol. 8, no. 1, pp. 101-111, 1960.

461

[29] G. Desaulniers, J. Desrosiers, and M. M. Solomon, Eds., Column Gen-
eration (GERAD 25th Anniversary Series 5). Berlin, Germany: Springer-
Verlag, 2006.

A. Markopoulou, G. Iannaccone, S. Bhattacharyya, C.-N. Chuah,
Y. Ganjali, and C. Diot, “Characterization of failures in an opera-
tional IP backbone network,” IEEE/ACM Trans. Netw., vol. 16, no. 4,
pp. 749-762, Aug. 2008.

Multi-hazard Loss Estimation Methodology: Earthquake Model, Hazus
MH MRS5: Technical Manual, US Federal Emergency Manage.
Agency, Washington, DC, USA, 2015. [Online]. Available: https://www.
hsdl.org/?view&did=12760

C. Crouse, “Ground-motion attenuation equations for earthquakes on the
cascadia subduction zone,” Earthq. Spectra, vol. 7, no. 2, pp. 201-236,
1991.

S. Espinoza et al., “Seismic resilience assessment and adaptation of the
northern Chilean power system,” in Proc. IEEE Power Energy Soc. Gen.
Meeting, 2017, pp. 1-5.

B. Gutenberg and C. Richter, Seismicity of the Earth and Associated
Phenomena, 2nd ed. Princeton, NJ, USA: Princeton Univ. Press, 1954.

[30]

(31]

[32]

[33]

[34]

Omar Matus received the Master of Science degree in industrial engineering
from the Universidad Adolfo Ibafiez, Santiago, Chile, in 2015.

He is a Project Engineer with the Universidad Adolfo Ibafez and a part-time
Lecturer. His Master’s thesis studied dependent failures in telecommunication
networks, which is the basis of this paper.

Javiera Barrera received the Ph.D. degree in mathematics from Université
Paris Descartes, France, and the Ph.D. degree in engineering sciences (major in
mathematical modeling) from Universidad de Chile, Santiago, Chile, in 2006.

She is an Assistant Professor with the Faculty of Engineering and Sci-
ences, Universidad Adolfo Ibdfiez, Santiago, Chile. Her research interests lie
in asymptotic behavior of stochastic models and, more recently, in stochastic
optimization. Applications in telecommunications, computer science, physics,
and finance motivate the models addressed in her research.

Eduardo Moreno received the Ph.D. degree in informatics from Université
Paris-Est Marne-la-Vallée, Champs-sur-Marne, France, and the Ph.D. degree in
engineering sciences (major in mathematical modeling) from Universidad de
Chile, Santiago, Chile, in 2005.

He is an Associate Professor with the Faculty of Engineering and Sciences,
Universidad Adolfo Ibéafiez, Santiago, Chile. His research focuses on combina-
torial optimization, algorithms, and computational methods, with applications
in network design, telecommunications, transportation, and mine planning.

Gerardo Rubino received the Ph.D. degree in computer science and the Habil-
itation degree from the University of Rennes 1 in 1985 and 1995, respectively.
He is a Senior Researcher with INRIA (the French National Institute for
Research in Computer Science and Control), where he is the leader of the
DIONYSOS (Dependability, Interoperability and perfOrmaNce analYsiS of
netwOrkS) team. His research interests lie in quantitative analysis of computer
and communication systems, mainly using probabilistic models. He also works
on the quantitative evaluation of perceptual quality of multimedia communica-
tions over the Internet. With Bruno Tuffin, he co-edited the book Rare Event
Simulation Using Monte Carlo Methods (Wiley, 2009), and co-authored sev-
eral of its chapters. He has published more than 200 papers in journals and
conference proceedings, in several fields of applied mathematics and computer
science, and has performed various editorial tasks and managing activities in
research.
Dr. Rubino is a member of the IFIP WG 7.3.


https://www.hsdl.org/?view&did=12760
https://www.hsdl.org/?view&did=12760


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


